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AVIONICS-ENABLED OPERATIONS IMPROVEMENTS STUDY

INTRODUCTION

This document, along with the attached data package, describes the results of
the Avionics Enabled Operations Improvements Study, which is Technical
Directive 009 of the Infrastructure Study contract (NAS-37588). The
Infrastructure Study contract is being worked by General Dynamics and was
awarded by NASA Marshall Space Flight Center. Technical Directive 009 was
funded by NASA Johnson Space Center, with Don Brown as the contact. The
period of performance was 4 March 1991 to 30 August 1991.

The goal of the study was to show that avionics technology can support
improvements in system operations across the space exploration infrastructure.
Since this is an extremely broad field, a selected set of operations were
characterized in terms of avionics impacts. Each characterization selected
specific avionics technologies as examples of potential enablers of
improvements. The result is a relatively detailed discussion of how a subset of
avionics technologies can be applied across a representative set of operations
and vehicles.

In this document, numbers in brackets ('i.e. In]) in a sentence refer to the data
package page number referenced in that sentence.

I-1



IlIN|RA L DYNAMICS
Space Systems Olvlslon

SUMMARY & CONCLUSIONS

The Avionics-Enabled Operations Improvements Study has developed a top
level and second level characterization of space exploration initiative

operations. This is the "Identify Operations" box in the roadmap (Figure 1)
shown below. This characterization was focussed on defining operations which

have significant avionics involvement, directly or indirectly,. For purposes of this
study, an extended definition of avionics was used which includes electronic
systems used as ground support or mission support equipment. This was clone
since many of the support systems, now considered to be external to the
vehicle, will be carried on-board some extended duration vehicles or systems in
the future.
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Figure 1: Study Roadmap

Thirteen of the fifty three second level operations were further characterized to
develop specific technology issues. Thirteen specific technologies, one for
each of the second level operations, were discussed as applicable avionics
contributions to improving operations. A discussion of the benefits of each of
these technologies was also developed, with an emphasis on cost, schedule,
and performance improvements for the system as a result of implementing each

technology.

As shown on the chart "Avionics Technology Applicability" [3], all of the
technologies discussed have broad applicability across the set of seven SEI
infrastructure vehicles selected as representative of the overall infrastructure.
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This subset of all the potential avionics technologies which could be applied
includes some of the higher payoff or more realizable options.

These results illustrate the importance of the avionics architecture and
implementation to SEI operations. Many of the operations which occur today for
launch systems are based on extensive ground support equipment. When
related operations are performed in the space environment, avionics and
automation technology in general becomes much more critical.
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RECOMMENDATIONS

The operations characterization and technology identifications done in this
study are relatively top level and should be carried further to obtain more
qualitative results. In addition, many of the operations and technologies
mentioned were not discussed any further. Many of these may have high-payoff
avionics opportunities as well and should also be better characterized in those
terms.

The technologies discussed here are examples of what should be incorporated
into NASA's strategic plan for technology development. Tracking of technology
development progress to enable operations improvements should be
coordinated across contractors and NASA centers. An effort should be made to

focus on SEI operations which cannot be performed without increased levels of
automation. Increasing interaction of operations and avionics technologies
requires a cooperative development environment to efficiently meet the
technical requirements of both disciplines.

From a programmatic perspective, the wide applicability of avionics technology
across the infrastructure can be a significant benefit across all programs.
Cooperation and communication among those programs to develop and
implement these improvements are essential.
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OVERVIEW

This study was a follow-on to the Space Avionics Requirements Study (SARS),
completed by GDSS in October 1990. One of the top level requirements
identified in the SARS task was for reduced system-level life cycle cost through
improved operations and logistics. The potential savings through operations
improvements are significant. Operations in general account for the largest part
of launch costs for Shuttle or expendable launch vehicles. These recurring
costs result, in large part, from the labor intensive nature of the operations.
Avionics, particularly in the extended sense which includes ground support
equipment, can contribute greatly to automating many operations and reducing
or eliminating human labor.

This study is intended provide a survey of the operations performed in support
of the vehicles and missions that make up a Lunar/Mars exploration effort. This
survey consists of top level operations identification and characterization for a
subset of the 27 vehicles/systems outlined in the SARS task [6]. Seven of the
SARS systems were selected as being representative of the range of
operations requirements. These were Space Transportation System (STS),
Heavy Lift Launch Vehicle (HLLV), Mars Transfer Vehicle (MTV), Assured Crew
Return Vehicle (ACRV), Orbital Maneuvering Vehicle (OMV), Robotic Rover
(RR), and Lunar Command and Control Center (CCC). The names of these
systems are intended more to convey the mission of the system rather than refer
to specific programs (some of which no longer exist in their original form).

A list of operations was developed, ranging from design, development, test &
evaluation (DDT&E) and production to range safety and disposal. These
extremes were dropped from the list, since avionics impacts were perceived to
be minimal, leaving a list of top level operations ranging from processing to
refurbishment & maintenance [6]. The judgement that DDT&E and production
are not affected by the avionics architecture does not address all aspects of the
issue. For instance, the selection of an avionics architecture based on standard
common modules may leverage existing designs and production capability.
This would significantly reduce design and production cost, thus indirectly
improving those operations. For purposes of this study, more direct impacts of
avionics on operations are considered.

The top level list of operations was further broken down into more detailed
operations. This second level of operations was correlated with the seven
selected vehicles. This resulted in a set of tables [7-14], one for each top-level
operation, illustrating the applicability of second level operations to each
vehicle/system.

Another aspect of operations which involves avionics is the general area of
support equipment. This equipment, which for launch vehicles consists of
ground support and checkout systems, is considered as part of the extended
definition of avionics within this study. This is partly because, while the
equipment is usually external to a launch vehicle, for some Lunar/Mars systems
such as a MTV or Command & Control Center the equipment will be on-board,

IV-1
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and thus a part of the "avionics" system. This partitioning of on-board and
external equipment is illustrated by a set of tables [16-18] which show the likely
location of responsibility for various second level operations.

Each of the second level operations were characterized in terms of relative
avionics involvement and automation potential [21-26]. From this
characterization, a set of thirteen operations was selected, using selection
criteria based primarily on avionics involvement, automation potential, and
availability of relevant data. The last criterion is imposed by the realization that
detailed research into new technologies was beyond the scope of this study.
Thus, the technologies selected are representative of relatively mature
technologies which can be applied now or in the near future. In some cases,
the selections also resulted in more quantitative assessments of improvements.

For each of the selected second level operations, a list of system components,
functions to be performed, and desired characteristics of the operation was
developed. Another level of detail was generated by identifying sub-operations
which could be automated. Final characterization consisted of identifying the

technologies required to enable automation of the operation [27-93].

Documenting the improvements that avionics can provide began with a
characterization of the current method of performing the operation. Descriptions
were developed for each of the thirteen selected operations, illustrating some of
the processes involved along with some of the drawbacks of the current
method. A description of an avionics-improved method of performing the
operation was also developed. These two methods were then contrasted to
generate a list of operations improvements due to enhanced avionics
capabilities [27-93].

In summary, this study has developed a top level characterization of Lunar/Mars
infrastructure operations, selected a subset of those operations for further
characterization, and identified specific examples of avionics technologies
which can significantly improve those operations. Each of the steps in the study
is discussed in more detail in the following sections. Tables, charts, and
illustrations referred to below are attached following the last section (starting

with page 2 of the data package).
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OPERATIONS IDENTIFICATION AND CHARACTERIZATION

The Operations Summary table [6] summarizes the applicability of each of the
fourteen top-level operations to each of the 27 systems (vehicles or habitats)
outlined in the SARS task. Note that the systems are grouped in categories
ranging from Earth To Orbit to Surface (Fixed). Seven of these systems (STS,
HLLV, MTV, ACRV, OMV, Robotic Rover, and Command/Control Center) were
selected for more detailed study. These were considered to be representative
of the range of operations which may be required, and also of the set of three
mission types identified by Boeing in Space Avionics Architecture Definition
Study (NAS1-18762-10). The Boeing mission types (Earth To Orbit,
Transfer/Excursion, and Orbital/Surface) group some of the SARS systems
together into broader categories which have similar mission requirements.

Four of the top level operations were considered to be minimally affected by
avionics technologies. These are DDT&E, Production, Range Safety, and
Disposal. The first two of these can be affected significantly, however, by
avionics architecture characteristics, particularly open architecture concepts,
incorporation of standardization, and commonality of components across
systems and subsystems. While these aspects of avionics architecture can
have very significant cost impacts to the system design process as well as the
procurement and integration of components, the specific technologies used
within the architectures will not have as large an impact.

For the bulk of this study, emphasis was placed on ten of the top-level
operations: Processing, Final Checkout, Training/Simulation, Mission
Preparation, Initiation (Start-Up), Mission Support (Flight Ops), Emergency
Procedures, Completion (Shut-Down), Recovery, and Refurbishment /
Maintenance. Note that, at the top level, the only discriminator between any of
the systems, in terms of operations, is the need for either range safety for launch
vehicles or recovery / refurbishment operations reusable systems.

The definitions of the top level operations are relatively self-evident from the
lists of second-level operations which follow the summary chart. However,
some discussion is appropriate to clarify assumptions.

1 - PROCESSING [7]: This is assumed to include all activities after fabrication
of system components up to and including deployment at the site. An example
of Segment Assembly And Checkout is assembly of the STS Solid Rocket
Boosters. System Integration would refer to operations such as mating of the
STS orbiter, external Tank, and SRB's. Transportation and Deployment
operations may take a variety of forms. For the STS, this would include moving
the vehicle from the Vertical Assembly Building to the pad. For an OMV, this
may be as simple as unlatching the vehicle from the Shuttle or Space Station
and positioning it with the Remote Manipulator System (RMS).

2 - FINAL CHECKOUT [8]: This is primarily verification a of all vehicle
subsystems. It assures the system operator that the post-transportation
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condition of the vehicle is acceptable and there are no anomalies. This implies
maintenance actions if any defects are identified.

3 - TRAINING / SIMULATION [9]: This operation is intended to include primarily
training and verification simulations. Mission planning simulations are
including under the Mission Preparation top level operation. It is important to
note that these functions can occur before or during actual mission execution,
depending on the system. For example, a Mars Transfer Vehicle must have
some training and simulation capability to ensure that the crew maintains their
expertise throughout a long-duration mission.

4 - MISSION PREPARATION [10]: This operation spans a broad range of time,
culminating in a great deal of activity immediately before mission execution.
Mission planning may be performed well in advance of the mission, with details
modified up to the last few moments, while other activities are focussed on the
final steps prior to the mission. Mission preparation ends, for purposes of this
study, when a commitment to startup is made (i.e. engine ignition for a launch
vehicle).

5 - INITIATION / STARTUP [11]: This operation can occur in a very short time.
For purposes of this study, it is defined as the time between (and including)
engine ignition and separation from the launch facility. For rovers, engine
ignition could be interpreted as application of power to the motors. For habitats,
this is essentially the powering-up of the facility.

6 - MISSION SUPPORT (FLIGHT OPS) [12]: This operation encompasses all
nominal operations between startup and mission completion, which is defined
below.

7 - EMERGENCY PROCEDURES[13]: These operations were broken out
because of their unique nature. In most cases there are time constraints
imposed on the operations. These operations are expected to take precedence
over any other operation being performed, which requires graceful termination
of the other operations.

8 - MISSION COMPLETION (SHUTDOWN) [13]: These are operations
performed immediately after a vehicle comes to rest (relative to the recovery
facility) and prior to physical entry into any part of the vehicle. For habitats, this
may be as simple as "shutting off the lights and appliances".

9 - RECOVERY [14]: This is assumed to include all activities required to secure
and safe the vehicle/system and remove any crew or payload. This operation is
complete when the vehicle is ready to be prepared for its next mission.

10 - REFURBISHMENT/MAINTENANCE [14]: These are all activities required
to transition a vehicle form the recovery mode after a mission to a state where it
is functionally equivalent to a vehicle coming off the production line.

Some of the second level operations appear under more than one top level
operation, particularly health management and system monitoring. These
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operations are performed on an on-going basis, though possibly with a different
focus during different mission modes.

More detailed definitions of some of the second level operations can be found

in the avionics operations capabilities charts [20-26] and the charts discussing
second level operations and avionics technologies [27-93].

The second level operations listings are correlated with the seven selected
infrastructure vehicles/systems. Note that at this level there are more
descriminators for operations applicability between systems. The primary
reasons for the descriminators are reusability, mission location (surface vs

flight), and manned capability.
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OPERATIONS PARTITIONING

For today's expendable launch vehicles and the STS, partitioning of operations
responsibility into on-board or external is relatively easy since very little
operations capability is required on-board. However, for more autonomous
systems and those with long duration missions or far-distant missions, on-board
operations become more important. One of the goals of this exercise is to
characterize operations in terms of their primary controlling location. This can
drive operations support equipment designs, since the requirement to perform
an operation on the ground could result in an essentially immobile design,
whereas an on-board design must be much more efficient in size and weight. A
further requirement to use the same equipment either on-board or external may
affect overall cost since lower size and weight generally means higher cost.
This higher cost for packaging, though, may be offset by reduced development
cost resulting from using a single design for multiple applications.

The three charts titled "OPERATIONS RESPONSIBILITY - Responsibility For
Operations (On-Board vs External)" [16-18] illustrate the partitioning of the
second level operations across the seven selected vehicles/systems.

For some of the operations listed, such as health management, responsibility
may be shared by on-board and external systems due to the various aspects of
the operation which may be involved. Several operations are on-board only
due to time / safety critical requirements, notably engine ignition / stabilization,
on-board fire detection / suppression, and backup power activation. Some
other operations are external-only, aside from the command and control center
mission, including emergency procedures evaluation, mission control interface
testing, and system recertification.

Most of the expendable and / or unmanned systems are heavily dependant on
external operations. This is partly due to the expense of incorporating
equipment into a vehicle which will be thrown away, is not configured for all the
necessary equipment, or simply doesn't need the safety or time-critical benefits
arising from on-board operations support.

Two significant exceptions are evident, though. The Mars Transfer Vehicle has
a long-duration mission in an environment which, partly due to its distance from
Earth, is not conducive to tightly coupled external operations support. In
addition, in emergency situations such as loss of communication with Earth
systems, on-board systems must at least be capable of maintaining the system
until communications are restored. The M'IV also has responsibility for
ensuring that an attached Mars lander is operational. This means the MTV must
perform some of the same operations, at the end of its trip to Mars, that would
normally be performed by ground support equipment prior to a launch. These
operations include verification of all subsystems, crew training, payload
checkout, and system securing / sating.

The Command and Control Center, either Lunar or Mars versions, must
perform, over the duration of its mission, most of the operations typically
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performed by ground support personnel, launch control, or mission control
functions on Earth. These requirements imply a need to host some
responsibility for all operations "on-board" this system.

While the partitioning of operations done here is only for the seven selected
systems, these systems are representative of the infrastructure. Some
differences may arise for some systems, but the logic behind this partitioning
can be applied to any of the systems.

The need to host operations both external and on-board, depending on the
system considered, indicates a need to develop generic, modular support
equipment scaled to fit either application. In keeping with the on-board avionics
goal of limiting the variety of hardware and taking advantage of hardware
reusability, the support equipment should be composed, wherever possible, of
the same types of hardware used in the on-board systems. Since support
equipment and on-board avionics share the characteristic functions of data
collection, processing, and communication, this approach appears very
feasible.

Vl-2
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AVIONICS OPERATIONS CAPABILITIES

The largest part of this study addressed the operations capabilities of avionics
systems. Rather than touch on as many aspects of avionics as possible and not
provide detail, this study selected a few operations, characterized them in terms
of avionics components and functions, identified some desired characteristics,
and pointed out some of the avionics technologies which could help achieve
those desires.

The first step in documenting avionics capabilities for operations was to
characterize avionics involvement for each of the second level operations. As
shown on the Definitions Of Ratings chart [20], this involvement was defined as
the degree to which electronic systems carry out operations functions. For
purposes of this study, the electronic systems included in avionics incorporated
on-board or potentially on-board electronics. This refers to the need to carry, on
board some long-duration missions such as a MTV or CCC would encounter,
many of the electronic systems often associated with ground support
equipment. As an example, communications system diagnostic equipment
would be considered external for a launch vehicle, but would be required "on-
board" an extended duration Lunar or Mars command and control center.

Avionics involvement was rated as high, medium, or low, based on whether the
avionics system was the primary system involved in the operation, had
significant involvement but shared responsibility with other systems, or had only
a supporting role in carrying out the operation.

In addition to the avionics involvement, an assessment was made on the
automation potential of the operation due to the avionics. These ratings also
were of the form high, medium, or low, depending on whether the operation
could be fully automated, would require some manual interaction, or would
require a significant amount of manual input.

The six charts titled "AVIONICS CHARACTERIZATION - Operations Suitable For
Avionics Automation" [21-26] list the second level operations along with the
avionics involvement and automation potential ratings. A very brief explanation
follows each of the ratings. A check mark to the left of an operation indicates
that it was selected for more detailed inspection. The operations selected,
along with the corresponding top level operation, are listed below:
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Second Level Operation
• Health Management
• Avionics Verification

• Fluids System Verification
• Mission Simulation

• Crew Training
• Mission Planning
• System Monitoring
• Rendezvous

• Docking
• Mission Abort

• System Sating
• System Inspection
• Subsystem Inspections

Top Level Operation
Processing (Among Others)
Final Checkout
Final Checkout

Training / Simulation
Training / Simulation
Mission Preparation
Mission Support (Among Others)
Mission Support (Flight 0ps)
Mission Support (Flight 0ps)
Emergency Procedures
Recovery
Refurbishment / Maintenance
Refurbishment / Maintenance

Each of these second level operations was characterized further to identify
avionics technologies required and to indicate potential methods of improving
the operation through avionics improvements. Savings were identified by
selecting one of the avionics technologies from each of the second level
operations and illustrating how its application improves the operation. The
characterization of each of these operations in terms of avionics is discussed in
the following paragraphs, along with an example of potential improvements.
The referenced charts can be found under

HEALTH MANAGEMENT

Health management, as defined for this study, is the active part of an Integrated
Health Management (IHM) architecture. Where IHM incorporates data
acquisition, system monitoring, and management of resources [28], the health
management operation defined here is limited to the latter. However, significant
overlap still exists since data acquisition and system monitoring also require
resource management.

Health management operations consist of control of system resources, primarily
redundant resources or those required to carry out Integrated Health

Management functions [27a]. Functions which can be automated for health
management include functional verification of instrumentation, data acquisition
control, subsystem fault analysis, subsystem reconfiguration, and data storage
[29]. Avionics technical requirements to support this automation include smart
instrumentation, data acquisition / formatting, data processing and storage
devices, application processing (software), and data networks [30].

The specific avionics technology selected as an example of avionics
improvements to the health management operation is sensor correlation /
fusion. Synthesis of sensor data to allow insight into system operation is
currently done primarily by external systems and tends to require large teams of
humans as engineers and analysts [31]. This "standing army" is necessary to
ensure that all systems are monitored and that any possible anomaly will be
identified and characterized. This is not limited to direct flight support, since
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much of this activity occurs before or after a launch vehicle mission. Further
complicating the issue, individual sensors are used for each measurement, with
duplication of sensors required where reliability is critical. Since
instrumentation (sensor) failures are a very large percentage of system
anomalies, the result is a relatively fragile system with little of the robustness
necessary for cost effective operation.

Automated sensor correlation and fusion, particularly when incorporated into an
on-board Vehicle Health Management system, can significantly reduce the
extent of health management operations [32]. Correlation and fusion of sensor
data allows for functional redundancy, where combined data from a number or
sensors (even from a variety of types of sensors) can be used to determine
additional measurement values. This can be used to reduce the number of

sensors, to identify a failed sensor, and to allow continued mission operations
by working around a failed sensor. Automation of this process using expert
systems allows much faster processing and again reduces the workload.

Using GDSS Data Analyst Intelligent System (DAIS) for Atlas/Centaur launches
as an example, a 20% reduction in post-flight data analysis manhours has
already been realized. Other advantages which have not been quantified, but
could be realized in a fully implemented application, include reduced
instrumentation hardware, fewer delays due to sensor faults, and improved

support for real time fault detection, isolation and recovery [33].

AVIONICS VERIFICATION

During final checkout, just after the production process, each component of the
avionics system is checked to ensure that it works as specified. While the high
level goal is system level testing, the process involves checks of all levels, from
individual electronic components to modules and subsystems [34]. All
interfaces are checked to ensure continuity and proper configuration. Checks
on computer memory devices and contents ensure that the proper data has
been loaded and is secure. A fully automated verification process which can
make results available to any on-board or external node that requires it is
desirable.

Most avionics verification functions can be fully automated, including built-in-
test (BIT) at all levels, memory error detection, and sensor identification [35].
Subsystem simulation can allow automated verification of systems which may
require outside stimulus which are not available during the process. Hardware
identification through electronic nameplates can ensure that the system
configuration matches the required configuration. Technology now being
developed to provide "smart connectors" can help automate the verification of
both electrical continuity and system configuration.

Technical requirements to automate these functions include smart sensors and
effectors, high levels of BIT to improve testability, a test bus architecture to
distribute test data and control the process, algorithms to perform fault trend

analysis, and miniaturization of components [36].
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Built-In-Test technology, as an example of an avionics verification improvement
enabler, is used only at limited levels today [37]. Smart instrumentation,
capable of reporting sensor faults, has not been fielded extensively to date.
Disconnection of components to check continuity results in a reverification
process for the connection when it is reconnected, all of which is time and labor
intensive.

Use of enhanced BIT, fully integrated throughout all levels of the system, can
provide a virtually fully automated checkout process [38]. In conjunction with
external control and stimulus, the BIT process can exercise nearly all
components. Both off-line and on-line BIT can be employed, allowing the
process to support system monitoring functions as well.

BIT technology can contribute significantly to automation of the checkout
process, and, particularly when applied to sensors, can reduce delays due to
analysis of anomalies [38].

FLUIDS SYSTEM VERIFICATION

Analogous to avionics system verification, fluids system verification involves
checks of all fluids system components including valves, tanks, and plumbing
[39]. Checks include leak tests, valve operation tests, flow tests, and fluid
condition checks. Ideally these would be accomplished with no breaking of
connections and would be performed at operational environmental conditions,
particularly temperature and pressure.

All of the checks identified can be automated functions using appropriate
technologies [40]. Spectral analysis, expert systems, fiber-optic fluid detectors,
laser reflectance fluid detectors, flow meters, pressure sensors, current sensors,
and temperature sensors can all be applied to automation of fluids system
checkout. In addition, electromechanical actuators, in place of hydraulic
actuator systems, can eliminate the need to verify hydraulic systems entirely.
This checkout operation would be replaced with a much simpler built-in-test
process for the electromechanical implementation.

Current methods are repetitive and labor intensive, and require technically
trained personnel [42]. In addition, current procedures are seriously inadequate
for space based operations, and do not readily support high launch frequencies
and parallel launch or mission operations.

As an example of a technology that can be readily applied, current signature
anaJysis for solenoid valve testing can automate a process that is currently labor
intensive [43]. It can eliminate manual tests including those that simply feel or
or listen for valve operation. This reduces checkout time and eliminates
breaking fluid lines and retesting for leaks. In addition, the technology lends
itself readily to in-space processing and does not require extensive
instrumentation to mount on the vehicle. Analysis of results can be automated
as well, thus eliminating the need for highly trained personnel at the checkout
site [44].
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MISSION SIMULATION / CREW TRAINING

Because of the similarity and interrelationship between mission simulation and
crew training, they have been combined for discussion here and in the attached
charts [45]. The mission simulation operation alone is applied to a variety of
system modes. IndMdual simulation modes include flight, docking, landing,
manipulator operation, and emergency procedures simulation. In short, any of
the launch or mission operations can be targets for simulation. Many reasons
exist for performing these simulations, including trajectory verification, human
factors engineering, flight dynamics analysis, and verification of procedures. Of
particular interest, though, is the use of simulation for crew training.

Crew training involves a number of approaches, but repetition of procedures in
a realistic environment that exercises a variety of potentially necessary skills is
invaluable. This training traditionally requires simulators with multi-degree of
freedom motion, high resolution projection displays, realistic human interfaces,
etc. While this is practical, though expensive, on the ground, fielding such a
system on a long-duration Mars transfer mission or habitat is not as simple.
What is desired for these missions is a simulation capability with minimal
hardware and software beyond what is required for normal system operation.

Simulator operations are essentially automated today on the ground [48].
However, the modelling tools and simulation tools are not fully integrated and
streamlined. Common databases and automated design and coding are not
mature. On-board modelling and simulation capability is not supported by
avior_ics architectures.

The technologies required for simulation and automation of simulation control
continue to evolve [49]. Modelling techniques, computer processing capability,
and computer graphics capability increase continually. Integrated design,
development, and simulation environments will be a requirement for improved
operations. For crew training aspects, technology advances in simulated
displays, control interfaces, and sensory feedback will be required. Making
such systems compact enough to fit within a long-duration vehicle is a
significant challenge. One alternative is to take advantage of on-board avionics
systems by using them in simulation mode, but challenges then arise in how to
isolate the simulation portion from the system control portion.

For modelling and simulation in general, advanced tools are estimated to
reduce model generation time by an order of magnitude [50]. Integrated total
system simulations will improve design confidence and provide an improved
environment for testing individual components, whether real or simulated.
Advanced capabilities will also be required to enable cost effective on-board
simulation capability for crew training.

MISSION PLANNING

Mission planning operations occur throughout preparation phases for a
mission, in parallel with other operations [51]. While this is primarily an
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operation which is external to the vehicle, avionics related equipment is
involved, particularly during mission simulations. For some facilities such as
Space Station, a Mars Transfer Vehicle, and Lunar and Mars command and
control centers, mission planning functions may be supported on-board. The
necessary components are processing, memory, data storage, and data
networking systems.

Desired characteristics of an advanced mission planning capability include
automated generation of flight software, service requests, flight and launch
plans, and schedules. Standardized flight profiles and support services will
simplify the task. Automated logistics planning and tracking will help streamline
other operations.

Technology requirements for automation of mission planning include comPuter
aided software engineering (CASE) tools, paperless management systems,
mission simulation capability, expert systems, automated communication
scheduling, health monitoring, and increased processing capabilities to support
all of the above as well as adaptive GN&C concepts [53].

Taking flight design and integration as a specific mission planning example,
current methods are time consuming, costly processes [54]. Millions of dollars
are spent to support each vehicle's mission. Atlas/Centaur mission planning,
for example, originally took 1-2 years and required 20-30 thousand man hours
of labor. Each mission planned was unique, with little legacy for later missions.
Software maintenance alone consumed 60-80% of the total man hours.

An improved method of accomplishing mission planning takes advantage of
common databases and an integrated environment to provide a more efficient
mission design process [55]. CASE tools are employed to help generate
requirements, a common database is queried to extract applicable models and
designs, simulations are performed, using the same human interface, to
validate the design, and automatic code generation is used for actual flight
software. Integration of the final code with flight or testbed hardware then
allows hardware in the loop verification of the design.

An order of magnitude reduction of flight design and integration cost is
estimated by using this type of design/development environment [57]. The
Mission Design System for GDSS launch vehicles is expected to reduce
mission planning from years to months. In addition, early system testing using
models and simulations increases confidence in hardware and software

designs and reduces verification and validation costs by eliminating problems
early. This type of streamlined environment is required for efficient space-
based mission planning operations.

SYSTEM MONITORING

While system monitoring, like health management, is an on-going process, its
function during mission support (flight operations) is critical. This operation is
responsible for informing flight and ground personnel of system status and
making critical information available for the use of on-board and ground
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systems [58]. Desired characteristics include automated real-time data
acquisition and distribution, and the use of standard workstations for data
display and manipulation.

Data display, storage, and distribution functions can be automated [59]. Health
monitoring, a primary concern of the system monitoring operation, collects input
data and uses it, along with a historical database and command data, to
perform fault detection, fault prediction, trend analysis, sensor fusion, database
heuristics, fault logging, and generation of documentation. One of the principal
results of this process is an alert to the crew, mission support personnel, and/or
health management systems whenever an anomaly occurs [60].

Avionics technology required to perform system monitoring includes data
acquisition and formatting hardware and software, data processing systems,
data storage and display devices, and data distribution systems [61].

Using data acquisition hardware as an example, current methods are
application specific [62]. Dedicated input lines are used for each measurement,
with dedicated circuitry to perform excitation, sampling, and formatting.
Separate data acquisition systems are used for flight control measurements and
telemetry measurements. Limited BIT and data distribution capability means
very limited support for automated checkout.

The use of standardized data acquisition modules is a significant improvement
over current methods [63]. Modules are identical in design, with one design for
analog interfaces and another for digital. Each channel Of each module can be
programmed to accommodate a variety of sensor types. In addition,
programmable gains and offsets allow sensors to be tested in ambient
conditions as if they were in operational conditions, a significant advantage if
cryogenic operation is required. It is estimated that 95% of existing launch
vehicle measurement types can be accommodated with this approach. An
additional advantage to the microprocessor-based interface module approach
is that it can now support a wide range of data filtering and formatting functions.
These include data compression, linearization, and engineering units
conversion.

In addition to lower DDT&E costs due to the standardized module approach,
this concept reduces vehicle instrumentation requirements since the hardware
can be programmed for various sensors [64]. Since the interface modules are
designed to tie into system data buses, sensor data can now be made available
across a single data path to both flight control and telemetry / health monitoring
systems. Finally, microprocessor based modules and programmable sensor
interfaces support BIT and automated checkout processes.

RENDEZVOUS AND DOCKING

The rendezvous and docking operations, because of similar requirements, can
be discussed together [65]. From an avionics perspective, the primary
differences are in the sensors required to determine position and orientation.
Rendezvous operations typically require relatively high accuracy inertial
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navigation systems aided with periodic updates from other systems such as the
global positioning system (GPS). Docking operations supplement the
navigation sensors with higher precision components such as optical /infrared
imaging systems and radar and laser ranging systems.

In addition to maneuvering to the proximity and then docking with the target,
other functions must be considered for an autonomous rendezvous and docking

operation [66]. Collision avoidance and debris deconfliction must be
accommodated. Contamination of the space around the target must be
avoided. While a fully autonomous system may be the goal, other modes of
operation must be considered, including supervised automatic, teleoperation,
and use of the avionics system to monitor manual rendezvous and docking
operations.

Technology requirements to accomplish these goals include integrated
INS/GPS systems, imaging and image processing equipment, alignment
systems, radar / ladar systems, communication systems, and high resolution
tracking systems [67].

Traditional methods are characterized by use of separate systems for the
various rendezvous and docking phases [68]. Fully autonomous docking is
somewhat risky, since range resolutions of around 1.5 meters and range rate
accuracies of 0.3m/s are typical during the final docking phase.

As an example of avionics improvements, a digital imaging system, including
image processing hardware and software, can obtain docking port imagery,
extract range and orientation cues, and determine relative position and attitude
[69]. These data can be used to control the final stages of docking with high
precision. Using this technology, range resolutions of 1.0% of range and 0.005
meters during the final docking phase are possible. Range rate accuracy of
0.3% of range and 0.003 m/s are also possible. This technology also directly
supports operation in the various modes mentioned above, thus reducing the
need for discrete systems for each mode [70].

MISSION ABORT

Mission abort operations, under the emergency procedures top-level operation,
include any emergency abort procedures carried out during the mission [71].
For launch vehicles, this is mostly during the boost phase. For orbital systems
this would include emergency evacuation and initiation of return to a safe
location, possibly a return to Earth. For surface systems, this can be as simple
as shutting down power to the rover or habitat and moving to a safe haven.

Regardless of the type of system, some basic avionics related functions must be
performed. For high energy vehicles (i.e. launch or transfer vehicles) mission
replanning and emergency systems activation may precede separation of the
crew compartment or controlled return of all or part of the vehicle in a degraded
state. For other systems, real-time mission replanning may not be necessary,
though activation of backup systems may take a higher priority.
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Generally, ensured human safety is required. Robust mission replanning can
help provide safe abort options. Reliable assessment of vehicle and external
conditions, along with reliable activation of emergency and backup systems, is
required.

Functions that can be automated for mission aborts include fault and damage
assessment, course / trajectory selection and planning, selection of return site /
safe haven, abort mode guidance, navigation and control, and emergency or
backup system activation [72].

Technical requirements to automate these functions include health monitoring /
management, artificial intelligence, sensor data acquisition, position and
attitude determination, and real-time adaptive guidance, navigation and control

[73].

Currently, particularly for launch vehicles, preplanned contingency operations
are required to accommodate abort operations [74]. Significant logistics
problems must be overcome to provide abort options for STS missions,
including tracking, communications, and emergency landing equipment at sites
around the Earth. Conditions must be nominal at all locations or a launch delay
is required. Emergency abort from Space Station would require activation of an
emergency return vehicle and return to Earth.

As a specific technology example, adaptive guidance, navigation and control
(AGN&C) provides many benefits [75]. An adaptive optimal thrust resolver
compensates for engine failures or off-nominal thrust variations. Command
multiplier steering supports mission operations under engine-out conditions. In
addition, various techniques such as fuel slosh estimators, winds aloft
prediction via laser radar, and dynamic inversion control all help maintain
vehicle performance under unanticipated conditions.

Application of AGN&C technology can have immediate savings due to the
ability to launch a vehicle under more dynamic environmental conditions than
current weather prediction techniques allow, thus reducing launch delays due
to abort location weather conditions [76]. Enhanced engine-out capability can
expand the operational envelope for launch vehicles beyond that which, when
exceeded, now calls for a mission abort. Some of the AGN&C technologies can
be applied to orbital or transfer systems, such as fuel slosh estimators, adaptive
bending filters, and engine out support techniques.

SYSTEM SAFING

In the top-level operation referred to as recovery, system sating operations are
intended to ensure that a returnable and/or reusable system can be shut-down
and placed in a condition which is safe for the flight and ground crew [77]. It is
also necessary to ensure that no damage can result from on-board systems,
either to the vehicle itself or to external equipment. Considering the volatile and
high energy fluids, gasses, and electrical systems aboard most vehicles, this is
a significant operation. Most of these operations are applicable, in addition to
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vehicles returning from missions, to vehicles undergoing deactivation due to
launch delays.

Examples of functions which must be performed include propellant discharge,
off-loading of hazardous storables, and sating of pyrotechnic devices. This
must all be done reliably and with minimal (preferably zero) environmental
impact. In addition, these operations should be performed such that they do not
degrade the system and impose additional maintenance or repair operations
before the system can be reused.

Functions which can be automated include cryogenic fluid recovery, toxic
materials recovery, power system shutdown, propulsion system shutdown, and
pyrotechnic isolation [78]. Technical requirements for avionics automation of
these operations revolve around sensors, sensor data acquisition, and control
of the various valves and relays required to deactivate systems and dispense
materials [79].

For pyrotechnic systems, as an example, current systems cannot be completely
closed out at off-site processing locations [80]. This requires additional
processing, precautions, and personnel at the launch or recovery site as well as
at the final processing facility. Limited health monitoring capability exists, and
RF initiated systems are susceptible to inadvertent activation through EMI, RFI,
and static discharge induced currents.

An avionics related improvement on current methods is the use of laser firing
units (LFU) for ordnance initiation [81]. These allow ordnance to be installed
and safed without RF silence. They also increase testability and allow
autonomous system verification. LFU's are highly reliable since they can be
designed with no moving parts and are insensitive to RF, EMI, and light
frequencies outside the operational range.

Incorporation of LFU technology improves pyrotechnic system safety while
reducing both operations and recurring cost [82]. For HLLV, vehicle hardware
cost savings of $100K have been estimated, while lower weight and size
improve effective vehicle performance. Operations costs are improved
significantly through reduction of launch and recovery site personnel.

SYSTEM / SUBSYSTEM INSPECTION

System and subsystem inspection during the refurbishment / maintenance
phase of vehicle / system processing are focussed on assessing the state of the
system and identifying maintenance actions which must be performed. Both
levels are addressed together since system inspection can be considered the
sum of all subsystem inspections. The summing process requires test
communication (control and response) as well as processing of the results.
Many of the procedures performed here can help eliminate pre-mission
processing procedures if properly performed.

Functions which must be performed include downloading of system status
information, physical inspection of the system, diagnostic and prognostic activity
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(including documentation), and maintenance procedure determination and
documentation [83]. Ideally, these procedures should be thorough, reliable,
and accurate. Automation of diagnostic and prognostic procedures is desirable.
Faults should be isolated to the lowest possible maintenance level to help
optimize maintenance procedures. Finally, the generation and distribution of
documentation should be automated.

At the system level, automated functions include data download, diagnostics,
prognostics, maintenance scheduling, and documentation generation and
distribution [84]. Technical requirements to accomplish this include artificial
intelligence / expert systems, health monitoring, a test bus communications
architecture, and data processing and storage capability [85].

Using test and maintenance bus communications as an example of an avionics
improvement technology, no current capability exists for gathering all test data
via a separate test bus [86]. This means that system inspections must be
performed by personnel with high levels of expertise in each subsystem.

The use of a test and maintenance bus, along with health monitoring, sensor,
and expert system technologies, allows more thorough inspection of the entire
system, regardless of operational mode [86]. Tests can be performed in parallel
with other operations since an independent data path is used. In addition, less
external test equipment is required since a single, standard test interface is
required for all test data [87].

At the subsystem level, taking propulsion system inspection as an example,
diagnostics and prognostics can be based, at least partially, on health
monitoring data downloaded from an engine health monitoring system [88].
These data can provide insight into engine and engine controller operation
during the mission. Correlated with other engine test data and expected values,
these data can also be used, via application of expert systems, to generate
diagnostic and prognostic results.

Advanced Maintenance Sensors fit into a category of technology improvements
for subsystem inspection [91]. Currently, instrumentation sensors are placed for
mission success, flight safety, and performance monitoring data gathering. The
need to report subsystem condition for maintenance purposes is relatively new.

Advanced propulsion system related sensors which are emerging include
capacitive pressure and blade clearance, acoustic emissions, fiber-optic
deflectometer, fiber-optic laser vibration, optical pyrometer, and on-board plume
and mass spectrometry sensors [92]. Incorporation of such sensors for
maintenance applications, along with health monitoring and reporting
capability, allows post-flight inspection and maintenance to use in-flight
condition and operation as a basis for maintenance actions rather than just post
flight data [93].

Automation of inspection operations, in a hierarchical manner across all
subsystems, will help reduce turn-around time of reusable systems and improve
repeatability of procedures for each vehicle processed. While full automation of
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all inspection operations is unlikely, application of avionics (including support
equipment) as either an enabling technology or an aiding technology will have
long term benefits.
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ACRV
ACS
AGN&C
AI
BIT
CASE
CCC
CRT
DAIS
DDT&E
DOF
ECLSS
EMI
EVA
FDIR
FMEA
GDSS
GHM
GN&C
GPS
GSE
HIL
HLLV
HM
HVPS
IHM
INS
JIAWG
LEV
LFU
LRM
LRU
LTV
LVDT
MDS
MEV
MFLOPS
MIPS
MTTN
MTV
NDV
OMV
PMU

ACRONYM LIST

Assured Crew Return Vehicle
Attitude Control System
Adaptive Guidance, Navigation and Control
Artificial Intelligence
Built In Test
Computer Aided Software Engineering
Command Control Center

Cathode Ray Tube
Data Analysts Intelligent System
Design, Development, Test and Evaluation
Degree of Freedom
Environmental Control Life Support System
Electromagnetic Interference
Extra-vehicular Activity
Fault Detection, Isolation and Recovery
Failure Modes Effects Analysis
General Dynamics Space Systems
Ground Health Management
Guidance, Navigation and Control
Global Positioning System
Ground Support Equipment
Hardware In the Loop
Heavy Lift Launch Vehicle
Health Management
High Voltage Power Supply
Integrated Health Management
Inertial Navigation System
Joint Integrated Avionics Working Group
Lunar Excursion Vehicle

Laser Firing Unit
Line Replaceable Module
Line Replaceable Unit
Lunar Transfer Vehicle
Linear Variable Differential Transformer

Mission Design System
Mars Excursion Vehicle

Million Floating-point Operations Per Second
Million Instructions Per Second
Man Tended Terminal Node
Mars Transfer Vehicle
NASP Derived Vehicle

Orbital Maneuvering Vehicle
Personal Maneuvering Unit
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R&D
R&D
RF
RFI
RMS
RR
RVDT
SARS
SEI
SRB
SSCZ
SSF
STM
STS
STS-C
TM
TVC
VHM

ACRONYM LIST (cont'd)

Research & Development
Rendezvous & Docking
Radio Frequency
Radio Frequency Interference
Remote Manipulator System
Robotic Rover
Rotational Vadable Differential Transformer

Space Avionics Requirements Study
Space Exploration Initiative
Solid Rocket Booster

Space Station Control Zone
Space Station Freedom
System Test & Maintenance
Space Transportation System
Space Transportation System-Cargo
Test & Maintenance
Thrust Vector Control

Vehicle Health Management
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